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ABSTRACT
Commonsense is vital for human communication, as it allows us to
make inferences without explicitly mentioning the context. Equip-
ping robots with commonsense knowledge would lead to better
communication between humans and robots and will allow robots
to be introduced in real-world environments. However, this is an
extremely hard task due to the complex interdisciplinary nature of
the problem, which spans across several fields including natural
language generation, reasoning, computer vision and robotics. Ad-
dressing this challenge will unlock a plethora of opportunities for
assistive and care robotics, service robotics and novel educational
and training applications, to tackle immediate challenges such as
caring for the elderly population, upscale skills, automate tasks and
increase productivity. This paper proposes the Robot-Commonsense
challenge that goes beyond traditional multi-modal interaction (vi-
sion, deictic gestures, language, gaze) and focuses on incorporating
commonsense knowledge to enhance human-robot interaction.

1 INTRODUCTION
As robots are set to leave the lab environments and be introduced
in public and domestic spaces, the need for seamless integration
and efficient communication with humans is vital. When humans
interact with their environment, they rely on their commonsense
knowledge, unspoken assumptions about spatial relations of visible
and invisible objects (such as objects in cupboards or containers),
facts and social conventions [4]. Consider, for instance, the conver-
sation below:

(1.1) Person A: Is there a screwdriver?
Person B: Maybe, let me get the toolbox.

In this conversation, Person A asks for a tool that is not visible at
that moment. Person B knows that in order to answer this question,
they will have to check a toolbox because this is where tools are
normally stored. Although this type of knowledge seems trivial for
humans, robots and other natural language interfaces still do not
possess this ability.

Commonsense can appear in various forms, including but not
limited to:

• Empathy: a robot/system should react in empathetic ways
by reasoning about the human users’ mental states based
on the events the user has experienced, without the users
explicitly stating how they are feeling.

• Inference on intends and reactions beyond empathy: a robot
should understand that a situation will have an effect on a
human which might cause a reaction. This commonsense

reasoning can be derived from short texts as in [11], or by
visual observations.

• Ambiguity resolution as a result of implicit knowledge and
underspecification. For instance, co-reference resolution has
been studied as a commonsense problem by [12].

• Reasoning about actions: for instance, handling objects is
done through commonsense [1].

• Reasoning about situations or relations between situations:
Recent work has looked into generating explanations of
relations between situations or events (described in texts)
that have taken place in the recent past (e.g. [10]).

• Interpretation of natural language instructions: Commonsense
can enhance the robots’ ability to comprehend incomplete
natural language instructions by utilising environmental
context to fill in missing information [3].

• Reasoning about visual objects that goes beyond their visual
properties: for instance, a robot should be able to understand
that a full box is heavy as opposed to an empty box, or how
an object can be used, which goes beyond object recognition.

The last topic can be seen as a natural next step of the very well
known Referring Expression Generation (REG) task. REG refers to a
family of methods that aim to generate descriptions of visual objects
in natural language, so that the hearer of the referring expression
can uniquely identify the described object [8]. The obvious relation-
ship between the physical environment and REG has contributed
in making REG the most studied Natural Language Generation
(NLG) task in the context of Human-Robot Interaction (see for in-
stance [5, 13]). Previous works have focused on developing models
and algorithms that describe physical objects based on their vi-
sual properties, such as appearance, colour and shape. The utility
and non-visual features of physical objects, which can be refer to
through commonsense knowledge rather than perception, have not
received much attention. In this paper, we argue that commonsense-
enhanced NLG is central for HRI, as it will allow robots to naturally
communicate with humans in real-world dynamic environments.

2 OPEN CHALLENGES
This paper describes three challenges that can be immediately ad-
dressed by imitating human commonsense: (1) describing unknown
objects or other entities; (2) reasoning about objects’ utility beyond
their appearance; (3) inference of invisible objects or parts due to ob-
scured visibility (e.g. objects inside containers, or internal structure
of objects etc.).
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Figure 1: Proposed system architecture for commonsense-enhanced NLG for Human-Robot Interaction.

2.1 Unknown objects and entities
In Human-Robot Interaction scenarios, where humans and robots
need to communicate and collaborate to perform tasks, successfully
referring to unknown objects or entities in the environment is of
vital importance. Traditional REG approaches [6] assume perfect
input, i.e. perfect representation of the environment, the objects
therein and the objects’ properties. In real-world scenarios however,
the environment is dynamic - changes are introduced through vari-
ous means: (1) objects are movable and can be transferred to new
locations; (2) the point of view of a robot and a human can change
while navigating through the environment; (3) new known objects
can be introduced; (4) new unknown objects can be introduced
which will be impossible to ground. Humans effectively refer to ob-
jects in a variety of ways, even objects that have never encountered
before. For instance, unknown objects can be described through
their known parts [7]. For instance, a tricycle can be described as
a bike with three wheels. This human ability of successfully de-
scribing unknown entities and objects as well as choosing what
attributes to mention is a result of commonsense ability. Endowing
robots with this ability will enable communication when computer
vision systems fail to recognise objects successfully and will enable
life-long learning, which will be particularly useful in situations
where limited data are available for learning [2].

2.2 Reasoning about object utility - beyond
visual descriptions

In addition to successful descriptions of objects and other entities,
reasoning about the objects’ utility will lead to natural communi-
cation between humans and robots. Robot’s ability to infer how
objects could be used is useful for human-robot collaboration tasks,
when the goal is to achieve tasks by interacting with the environ-
ment. This is under-researched task in NLG which aims at imitating
abilities already present in humans, for instance a human knows
that a mug can be used for measuring cooking ingredients or that a

box can be used to store objects. However, a robot or more generally
an artificial agent will not know this property unless it is clearly
described in a domain ontology or knowledge base.

2.3 Inference of objects that are not visible
Finally, referring to non-visible object parts (e.g. we know that
a wardrobe will contain clothes although we cannot see them)
is an important challenge for situated human-robot interaction.
Exploiting commonsense knowledge available from other sources
such as wiki data to enhance Natural Language Generation can be
a step toward this direction.

3 PROPOSED CHALLENGE
Based on the aforementioned open challenges and inspired by [9],
this paper proposes the Robot-Commonsense challenge as an exten-
sion of the home move task [9], where one or multiple humans
need to collaborate with a robot to pack objects. The robot should
observe the humans and make inferences about their intentions,
recognise objects and recommend the best way to pack given the
space as well as the specific objects’ attributes, such as whether
they are fragile, whether they can act as containers themselves etc.

The proposed task requires utilising multi-modal information,
commonsense knowledge as well as situated dialogue management
as shown in Figure 1. The robot must be able to recognise ob-
jects and actions, understand and participate in communication
situations, both explicitly, for instance when the human addresses
directly the robot, but also implicitly, for instance when the human
points to an object. In addition, the robot must be able to plan and
recommend actions to humans. This task does not propose handling
of objects, although that could be the natural next step for Natural
Language Generation for Human-Robot Interaction.
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