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1 INTRODUCTION
The nuclear decommissioning site Sellafield in the UK is estimated
to cost £162 billion and require 100 years to clean up [9]. The UK
nuclear industry is looking to reduce the time and cost by investing
in technology such as advanced robot tele-operation, which can
reduce the amount of human exposure to high radiation environ-
ments. Such challenging and dangerous environments require high
situational awareness. One method we can use to help enhance this
awareness is by having robots using spatial referring expressions.

Spatial referring expressions are used by people to describe an
object by its location. For example an assistive robot may use an
expression like “You left your keys under the folder on the desk” [10].
They are one of the main ways that people describe objects, and are
often used even when the object could be identified in another way,
such as by using colour. Even if we have another way of identifying
the object –such as a circle around the object in an augmented
reality system– people often prefer to still have a description [13].

The usual assumption in robotics is that a unique description
for the object is best [2]. We refer to these descriptions as “non-
ambiguous” as they create a description that identified a single ob-
ject or location without the possibility of confusion. These systems
cite Gricean Maxims [3], especially taking a very rigid approach to
the maxim of manner. In a highly complex environment this can
result in a combination explosion as more and more objects need
to be checked, and their relations to other objects. From there a lot
of work has been conducted to try to reduce this explosion [4, 6, 8].

Both generating and evaluating referring expressions are of-
ten based on upon a single direction of communication, such as
in Williams and Scheutz [14]. This often neglects the communica-
tion that a description is for [5]. When we look at communications
between two participants we can see this process is actually highly
dynamic [12]. Social linguistics suggests that this natural way of
communication is allows for the least collaborative effort [1] and
that full descriptions to reach complete alignment are only neces-
sary when there is difficulty [7]. Wallbridge et al. [11] looks into
using a dynamic method of generating spatial referring expressions
and see some efficiency gains over using a non-ambiguous descrip-
tion method that seem to disappear over time. In the game like
task presented there was also a preference for the non-ambiguous
descriptions.

2 METHODOLOGY
We proposed expanding upon the work in Wallbridge et al. [11] by
looking at using a dynamic description method –under specified,
ambiguous descriptions with follow up repair– to the task of clean-
ing up nuclear waste. By using a physical robot in a physical task
we increase the complexity of description required. It also creates a
longer task, so that we can see if non-ambiguous descriptions may
become better than dynamic methods over time. What follows is a
small preview of the methodology and results that were obtained.

We designed a scenario in which users tele-operate a robot to
sort barrels of nuclear waste for disposal. Users were given an
interface to control the robot, and multiple camera views in which
to view a room where a number of barrels were placed. The robot
was able to provide descriptions on which barrels needed to be
removed to the participant piloting the robot. Participants would
see two rounds with non-ambiguous and dynamic descriptions.

We built a classifier for the dynamic system by looking at human-
human interaction. While one participant would pilot the robot as
normal another would provide a description, based on the robots
understanding of the environment. Based on the work inWallbridge
et al. [12] we identified four categories of tasked based communi-
cation: negate, contextual, localised non-ambiguous and positive.
We applied these categories to the state of the interaction –based
on distance to target, change in distance to target, magnitude of
motion from the previous position, yaw required, change in yaw
and required change in yaw– to train the classifier.

We measured the time participants took to complete each round
of the scenario, as well as the distance travelled. We also gave partic-
ipants a questionnaire to measure their preferences and perception
of the robot.

3 RESULTS AND DISCUSSION
We saw a significant difference between the dynamic and non-
ambiguous conditions on time taken (Paired 𝑡-test: 𝑡 = -8.301, 𝑑 𝑓
= 29, 𝑝 < 0.001, mean of dynamic = 390.33s (𝑠𝑑 = 92.41) mean of
non-ambiguous = 629.53s (𝑠𝑑 = 164.35)). We also saw that of our 31
participants, 27 preferred the dynamic condition, only 3 preferred
the non-ambiguous condition, and 1 showed no preference.



Our results suggest that by using ambiguity and follow up repair
we can increase usability and efficiency over trying to generate a
non-ambiguous description when tele-operating a robot. This is in
addition to the already identified benefit of reducing combination
explosion.
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