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ABSTRACT

Loneliness in the elderly is increasingly becoming an issue in mod-
ern society. Moreover, the number of older adults is forecast to
increase over the next decades while the number of working-age
adults will decrease. In order to support the healthcare sector, So-
cially Assistive Robots (SARs) will become a necessity. We propose
the multi-party conversational robot ‘icebreaker’ challenge for NLG
and HRI that is not only aimed at increasing rapport and acceptance
of robots amongst older adults but also aims to tackle the issue of
loneliness by encouraging humans to talk with each other.

1 INTRODUCTION

In recent years robots have been introduced into a variety of public
spaces most notably museums [3, 15, 22], commercial malls [11],
hospitals, retirement homes [13], etc. The latter two are becoming
ever more important since according to Eurostat [9], by 2035 there
will be an estimated 16.2 million people aged 80 and over in France,
Germany, and the United Kingdom alone. At the same time the
working population is expected to decline, which will put an addi-
tional burden on hospitals and care homes. We believe that Socially
Assistive Robots (SARs) are a way of mitigating the strain put on
the health services. While this HRI problem has been addressed
in several projects on national and international level, e.g. [13],
especially multi-party NLG has vastly been neglected apart from
confirming given instructions. To increase acceptance and usability
of SARs, however, they must be able to communicate via speech
which is arguably the most natural way of communicating amongst
humans. This is especially true when it comes to less technically
savvy groups such as older adults. One way to overcome this might
be the addition of a dialogue system to SARs such as “Alana” [6]
including specialised NLU [24] and task execution [8] components,
which is able to hold a conversation with the person not only about
the specific scenario they are in but also about general topics (music,
movies, news, fashion, celebrities, etc.) to build rapport. Most of
these systems, however, are not built for multi-party interaction.
Hence, we propose the HRI-NLG challenge of creating a multi-
party conversational ‘icebreaker’ robot for use in care homes and
hospitals.

The Icebreaker challenge. According to several sources, e.g. [1,
16, 23], one of the biggest current issues in the older population is
loneliness, and here SARs provide a unique opportunity to improve
social life. As part of the SPRING project [21], we will develop a
robotic system with dialogue capabilities to act as an ‘icebreaker’ in
specific social interactions. The project focuses on the well-being
of older adults and more specifically on supporting their visits at a
hospital in France. Patients attend the hospital for a full day at a
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time where they are sitting in a common waiting room, waiting to
be called for their appointments. While waiting, the vast majority
of patients sit quietly until their next appointment. We aim to
deploy a robot to this waiting room that can not only give patients
information about their next appointment (thus reducing anxiety)
and guide them to it, but which also involves them in more general
dialogue using open-domain social chit-chat. The challenge we
propose is to use non-intrusive general social conversation [6] to
involve other people, e.g. another patient sitting next to the patient
we are already talking to, in the conversation with the robot. Hence
we aim to ‘break the ice’ and get both patients to talk together
in this multi-party interaction. At some point the robot will then
remove itself from the conversation, hopefully having started a
dialogue between the two patients themselves.

2 OPEN CHALLENGES

2.1 NLG and Response Generation challenges:
NLG for the elderly - Older people might be hard of hearing or

suffer from memory impairments. This will require special care
when generating speech such as repetition of certain information
from previous turns, a simpler sentence structure, and shorter,
slower utterances.

NLG for Conversation initiation - Should the robot initiate
conversation one-on-one with one person before including the
other, or approach both simultaneously? The former may be simpler
in terms of initial conversation and addressee management but
raises questions of when and how to include the other person.
The latter raises the question of how to start a conversation with
multiple strangers.

Topic selection - A first choice is in the selection of appropriate
(neutral) conversational openers - typically in the UK a comment
on the weather, or travel related ("Have you come far today?") but
which may be culturally dependent. Moving on, it will be important
to select topics of interest to the cohort [19] and which encourage
self-disclosure.

Floor and addressee management — Understanding and man-
aging turns in a open-world, multi-party setting of this nature is
highly complex [2, 10, 26]. Addressee selection is a critical issue -
who to address and when, and how to make the addressee clear. In
this context, also, when to ‘lead’ the conversation e.g. asking users
about their interests, when to ‘withdraw’ into the background e.g.
as the conversation flourishes between the other parties (number
of direct turns increases); and if and when to intervene when a
problematic dialogue is detected e.g. there is evidence of misunder-
standing between the other participants [20].



2.2 HRI challenges:

Scheduling - A major challenge in HRI is to provide a robot that
will be accepted by the target audience — older adults and hospital
staff in our case. While social chat can help to build rapport with
the patients, we also have to make sure that the robot remains a
useful tool to staff. Hence, a big challange is to decide when to
engage in rapport building and ‘ice breaking’.

Willingness to interact — The robot has to identify one or multi-
ple people to engage in conversation. The willingness to interact
has to be evaluated to reduce annoyance amongst patients that do
not want to be approached.

Approaching - The robot needs to approach either one or mul-
tiple people in a manner that communicates the willingness to
engage in conversation. A lot of prior work has investigated this
issue, e.g. [4, 7, 14], but no holistic approach has been found.
Active sensing — During multi-party interaction, to enhance vi-
sual perception and allow the robot to augment the speech signal
with multimodal information such as visually perceived emotional
states, it is necessary to turn the head towards the speaker to get
them into the field of view.

Multimodal output — This includes generating and coordinat-
ing the speech signal, appropriate gaze behaviour, and gestures,
for regulating the conversation and/or addressee management [5].
Head pose, in particular, will be vital in supporting addressee man-
agement. This, however, might conflict with the active sensing
requirements.

Safety and reliability - Hospitals are ever-changing and chaotic
environments. The robot has to be able to reliably navigate and exe-
cute tasks to not become a burden to staff. It cannot be a roadblock
in case of fire or other emergencies. Hence, the robot has to comply
with all safety standards and regulations and has to be aware of its
surroundings.

2.3 Related challenges:

Addressee identification — Determining who the “you” is in
“what do you think?” is a key question [12]. Is the speaker re-
ferring to a specific individual, the group, or using the word in
a generic sense? E.g. “Well, usually what you do is..”. Linguistic-
based features can potentially be supported by multimodal output
as mentioned earlier.

Ellipsis resolution - In order to resolve statements such as e.g.
“T agree” in multi-party conversations the system will need access
to keep a shared dialogue context / conversation history of all
participants.

Split utterances — The occurrence of single utterances split be-
tween two or more dialogue turns or speakers [18], is likely to
increase in a multi-party situation. Moreover, it may be a particular
issue in this user group, some of whom may have cognitive issues
and companions who tend to speak on their behalf and perform
utterance completion.

Monitoring conversation status — To build rapport between
humans and robots, and between humans and humans, detect-
ing agreement and sentiment analysis are important challenges to
tackle for multi-party conversations.

Speech recognition - Speech signals from potentially multiple
sources are intermingled with significant background noise which

requires specialised hardware and software. On top of this speaker
diarization [25] has to be performed in order to identify who is
speaking and when, focusing only on those speakers that have
actively engaged with the robot. This can be aided by vision com-
ponents but that might interfere with the multimodal output men-
tioned earlier or suffer from a narrow field of view.

3 EVALUATION METHODOLOGY AND
METRICS

Given the desire to promote social interaction, the duration of the
conversation achieved between humans is an obvious evaluation
metric. There are however subtleties within this e.g. the point at
which participants are deemed to be talking to each other, rather
than the robot. Moreover, a long(er) conversation may not always
be a happy one. Of interest is the degree of rapport between partici-
pants. Previous work has suggested that interactional features such
as participants’ word count per sentence and number of interrup-
tions are useful indicators of a relationship [17]. The energy of the
speech signals themselves may be relevant — is a raised voice a sign
of disagreement, of enthusiasm, or in this context simply related
to difficulty hearing? With the addition of the robot’s capabilities
visual factors such as users’ body language (closed/open, shifts in
orientation towards/away from the other person) will also provide
valuable information on the conversation status. Exploring and
optimising the hallmarks of a ‘successful” icebreaker conversation
is another interesting aspect of this challenge.
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